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Abstract

A two-dimensional shallow layer model has been developed to predict dense gas dispersion,
under realistic conditions, including complex features such as two-phase releases, obstacles and
inclined ground.

The model attempts to predict the time and space evolution of the cloud formed after a re-
lease of a two-phase pollutant into the atmosphere. The air-pollutant mixture is assumed ideal.
The cloud evolution is described mathematically through the Cartesian, two-dimensional, shallow
layer conservation equations for mixture mass, mixture momentum in two horizontal directions,
total pollutant mass fraction (vapor and liquid) and mixture internal energy. Liquid mass fraction
is obtained assuming phase equilibrium. Account is taken in the conservation equations for liquid
slip and eventual liquid rainout through the ground. Entrainment of ambient air is modeled via an
entrainment velocity model, which takes into account the effects of ground friction, ground heat
transfer and relative motion between cloud and surrounding atmosphere. The model additionally
accounts for thin obstacles effects in three ways. First a stepwise description of the obstacle is
generated, following the grid cell faces, taking into account the corresponding area blockage. Then
obstacle drag on the passing cloud is modeled by adding flow resistance terms in the momentum
equations. Finally the effect of extra vorticity generation and entrainment enhancement behind ob-
stacles is modeled by adding locally into the entrainment formula without obstacles, a characteristic
velocity scale defined from the obstacle pressure drop and the local cloud height.
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The present model predictions have been compared against theoretical results for constant volume
and constant flux gravity currents. It was found that deviations of the predicted cloud footprint area
change with time from the theoretical were acceptably small, if one models the frictional forces
between cloud and ambient air, neglecting theRichardson dependence.

The present model has also been validated in widely different experimental conditions such as the
Thorney Island instantaneous isothermal releases 8 (unobstructed) and 21 (with semicircular fence),
the EEC-55 two-phase propane experiment (with and without linear fence), the Desert Tortoise 4
two-phase ammonia experiment and the Hamburg DAT-638 instantaneous inclined plate experiment
and the model predictions were found in reasonable agreement with the experimental data.
© 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction

The development of numerical tools to predict dense gas dispersion in the atmosphere
is important for estimating the consequences of dense gas releases to the environment.
These tools have to be able to take into account the complex conditions that exist in reality,
like two-phase flow, obstacles and irregular terrain, in order to give realistic results to the
decision makers.

Complex effects can be effectively accounted, through the use of CFD modeling (e.g.
[1,2]) this approach however would require relatively large computational times.

Searching for a faster approach one option would be to apply a box model (see[3] for
a list on box models) or a one-dimensional shallow layer model[4–6]. This is of course
relatively fast, but has limitations. It cannot, for example, handle a two-dimensional obstacle
or jets not aligned with the main wind.

In order to include two-dimensional effects and keep the computational times low enough
one might select two-dimensional shallow layer modeling. Such idea has already been
applied by Ott and Nielsen[7] in the SLAM model, by Hankin and Britter[8–10] in the
TWODEE model and by Webber et al.[11], in the SHALLOW model, but on the other
hand these models do not include any thermal effects nor interaction with obstacles.

One of the problems encountered in shallow layer modeling is the treatment of front prop-
agation. The hydrostatic approximation is not valid at the front and experimental evidence
indicates that the front Froude number is of the order of one (e.g.[12]).

To enforce a constant front Froude number, coupled with a hydrostatic shallow layer
model, one may treat the front as a discontinuity and calculate its velocity based on the
square root of the pressure head, as in a simple one-dimensional box model. A first difficulty
with this approach is that one must keep track of the front footprint, a task which in case
of a two-dimensional model may become very complicated. The main difficulty with this
approach though is that even small unbalance introduces traveling waves in the following
flow (e.g.[11]).

An alternative approach in obtaining a constant front Froude number is to enhance the
shallow layer flow equations with special terms, which become active near the fronts
(e.g. [8]). The implementation of this approach into the present model, but also into the
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Nomenclature

A area (m2)
cP specific heat under constant pressure (J kg−1 K−1)
Cf friction factor
e internal energy (J kg−1)
h cloud height (m)
H heat flux (J m−2 s−1)
n normal vector
P pressure (Pa)
q contaminant liquid plus vapor mass fraction in the mixture
T temperature (K)
T∗ temperature turbulence scale(Hb/ρcPU∗) (K)
ui cloud velocity in thei-direction (m s−1)
U velocity magnitude (u2 + v2)1/2 (m s−1)
Uen entrainment velocity at top of cloud normal to the cloud surface (m s−1)
U∗ friction velocity (τb/ρ)1/2 (m s−1)
�U two-dimensional velocity vector (u, v)
wld liquid phase deposition velocity (m s−1)
xi Cartesian coordinate in thei-direction (m)
�x grid step in thex-direction (m)
�y grid step in they-direction (m)
z vertical coordinate (m)
z0 roughness length (m)

Greek letters
α cloud porosity, due to obstacles
Φ stability function
κ Von Karman constant (0.4)
ρ density (kg m−1)
�ρ ρ − ρa (kg m−1)
σ turbulent Prandtl number
ς obstacle resistance coefficient

Subscripts
a ambient air
b cloud bottom (coincides with ground)
e entrainment
F friction
h heat
i i-direction
κ jet surface number
l pollutant liquid phase
m momentum
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n normal direction
o obstacle
S saturation
t cloud top
v pollutant vapor phase

one-dimensional model of Würtz[5], revealed waves in the following flow, although nu-
merical problems of such kind were not reported by Hankin and Britter.

Attempts to use a fully hydrostatic model that does not enforce a constant front Froude
number, have been made by Würtz et al.[4,5], and Meroney[6], with results generally
in acceptable agreement with the experiments considered. This approach is expected to
produce an accelerating cloud during the initial gravity slumping phase, because of not
accounting for the pressure forces from the ambient air to the cloud. The cloud spreading will
eventually be overestimated. The degree of overestimation will depend upon the particular
modeling of the frictional forces between cloud and ground of the frictional forces between
cloud and ambient air and of the entrainment of ambient air.

The present contribution describes in detail the two-dimensional, shallow layer model
DISPLAY-2. This is a hydrostatic model with no account of the pressure forces acted from
ambient air to the cloud. The model accounts for two-phase releases, inclined ground and
obstacles. Validation results are presented for the Thorney Island experiments 8 and 21, the
EEC-55 propane experiment, the Desert Tortoise 4 ammonia experiment and the Hamburg
DAT-638 inclined plate experiment.

2. Mathematical formulation

2.1. Definitions–assumptions

The present model layer-averaged conservation equations were derived by averaging the
three-dimensional, time dependent Reynolds averaged conservation equations, including
liquid slip terms[13], vertically over the cloud height.

The layer-averaged value of a given variable is given by

ϕ̄ = 1

h

∫ zt

zb

ϕ dz (2.1)

whereh is the cloud height, which is the difference between the top and bottom surfaces of
the cloud:

h(x, y, t) = zt(x, y, t)− zb(x, y) (2.2)

In deriving the model conservation equations it was assumed that the layer average of
products of variables is approximately equal to the product of the individual layer-averaged
variables, multiplied by some constant.

ϕ1ϕ2 ≈ Cϕ1ϕ2 (2.3)
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For simplicity reasons it was assumed that the constant of proportionality is one in all
cases. This assumption would be exact if the distribution of all the variables involved in the
product is constant within the layer considered.

For the momentum equations, the hydrostatic pressure approximation was assumed valid
for the entire cloud (except close to obstacles). No special terms were added to the mo-
mentum equations to account for the pressure forces acted from the ambient air to the
cloud. Additionally the cloud front velocities were not set to get a constant front Froude
number.

In deriving the model equations, horizontal gradients of horizontal turbulent fluxes were
neglected, assumed being much lower to the vertical gradients.

Entrainment of ambient air was modeled as a transport mechanism through the cloud top
surface, with the entrainment velocity defined by

Uen

nz
≡ ∂h

∂t
+ ut

∂h

∂x
+ vt

∂h

∂y
− wt (2.4)

wherenz is the vertical component of the top surface normal vector. At the cloud top the
conditions were assumed to be that of the ambient flow at the same height.

In general as a first step approach, top hat profiles were assumed for concentration and
density. Hankin and Britter[10] reported best overall agreement of predicted versus ob-
served maximum concentrations of the Thorney Island 8 experiment, using exponential
profiles. They tested top hat, Gaussian and exponential profiles, using the same entrainment
formulation. On the other hand, formula (2.4) shows that entrainment velocity is directly
linked to the cloud height definition, so changing type of profile would imply modification
of the constants in the entrainment model (see also the discussion on entrainment model
calibration inSection 2.6).

Finally, as for the cloud composition, it was assumed to be an ideal mixture of the
pollutant with air. The pollutant can be under two-phase conditions (liquid and vapor). The
mixture was assumed to be in thermodynamic equilibrium, i.e. all components sharing the
same temperature and pressure. The component physical properties were assumed to be in
general functions of temperature and pressure.

2.2. Conservation equations

The definitions and assumptions introduced above, in addition to more assumptions to
be discussed later, led us to the following system of two-dimensional layer-averaged con-
servation equations.

Mixture mass

∂ρ̄h

∂t
+ ∂ρ̄hūj

∂xj
= ρatUen

nz
− ρ̄q̄lw̄ld +

∑
κ

[
ρκAκUnκ

�x�y

]
(2.5)

Total pollutant mass

∂ρ̄hq̄

∂t
+ ∂ρ̄hq̄ūj

∂xj
= −ρ̄q̄lw̄ld +

∑
κ

[
ρκAκUnκqκ

�x�y

]
(2.6)
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Mixture momentum in x, y horizontal directions

∂ρ̄hūi

∂t
+ ∂ρ̄hūjūi

∂xj

= ρatUenuiat

nz
+
∑
κ

[
ρκAκUnκuiκ

�x�y

]
−
{

1

2

∂�ρ̄gh2

∂xi
+�ρ̄g

∂zb

∂xi
h

}

− 1

2

ςi

�xi
ρ̄|ūi|ūih− 1

2
ρ̄CfbŪūi − 1

2
ρaCft

∣∣∣ �̄U − �Uat

∣∣∣ (ūi − uiat) (2.7)

Mixture internal energy

∂ρ̄hē

∂t
+ ∂ρ̄hēūj

∂xj

= ρatUeneat

nz
+
∑
κ

[
ρκAκUnκeκ

�x�y

]

+P̄
[
−∂hūj
∂xj

− ∂h

∂t
+ Uen

nz
− q̄lw̄ld

ρ̄

ρ̄l
+
∑
κ

[
AκUnκ

�x�y

]]

− ρ̄q̄lw̄ldēl + 1

2
ρ̄c̄P

Cfb

σ
Ū(Tab − T̄ ) (2.8)

In the above equations the layer-averaged mixture density is calculated from the layer-
averaged component densities through the relation:

1

ρ̄
= T̄ R̄

P̄
+ q̄l

ρ̄l
, R̄ = (1 − q̄)Ra + (q̄− q̄l)Rv (2.9)

where ideal gas equations of state are used for air and pollutant vapor, withRa andRv the
respective gas constants.

The layer-averaged hydrostatic pressure is calculated from the relation:

P̄ = Pt + ρ̄g
h

2
, Pt = Pref exp

(
g(zref − zt)

RaTa

)
(2.10)

wherePref is the ambient pressure at elevationzref (much higher than cloud height) andTa
is the ambient air temperature, assumed constant.

The layer-averaged mixture internal energy was defined as function of the layer-averaged
component internal energies, using the relation:

ē(T̄ , P̄, q̄, q̄l) = (1 − q̄)ēa(T̄ )+ (q̄− q̄l)ēv(T̄ , P̄)+ q̄l ēl(T̄ , P̄) (2.11)

A similar equation was used for connecting the layer-averaged mixture physical properties
(except density) to the layer-averaged component properties, assuming that the component
properties are known functions of temperature only.

Layer-averaged temperaturesT̄ were derived iteratively from thēe definition equation,
knowing the pressure, internal energy, mass fraction and liquid mass fraction.

The source terms under the summations overκ, represent the contributions from jets (in
case of jet releases), whereρκ, Aκ, Unκ andeκ are the jet density, area, velocity and internal
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energy, respectively. The jet density and internal energy were calculated as functions of the
input dataTκ, Pκ andqlκ, which are the jet temperature, pressure and liquid mass fraction,
respectively.

2.3. Ambient flow conditions

The ambient air flow outside the cloud, was assumed to follow the Monin–Obukhov
theory (see[14]), according to which velocity and temperature vertical profiles are given
by

κUa(z)

U∗a
= Ψm(na) =

∫ z+z0

z0

Φm(na)

z
dz (2.12)

κ(Tba − Ta(z))

T∗a
= Ψh(na) =

∫ z+z0

z0

Φh(na)

z
dz (2.13)

where

na = z

LMOa
and LMOa = −ρacPaTaU

3∗a

κgHba
(2.14)

The universal stability functions are calculated according to Venetsanos et al.[15] by

Φm(n) =
{
(1 − 15n)−1/4, n ≤ 0

1 + 4.7n, n ≥ 0
(2.15)

Φh(n) =
{

0.72(1 − 15n)−1/2, n ≤ 0

0.72+ 4.7n, n ≥ 0
(2.16)

Using the above velocity and temperature vertical profiles, the cloud-averaged ambient
velocity and temperature can be expressed as following:

Ūa ≡ 1

h

∫ z0+h

z0

Ua(z)dz =
(
1 + z0

h

)
Uat − U∗a

κ
Φm (2.17)

T̄a ≡ 1

h

∫ z0+h

z0

Ta(z)dz =
(
1 + z0

h

)
Tat + T∗

κ
Φh (2.18)

The effect of obstacles on the above profiles was neglected. This effect can be accounted
by running a three-dimensional, steady state prognostic or diagnostic model, prior to the
shallow layer model. The three-dimensional solution would then be used to feed the shallow
layer model with the appropriate ambient flow values at each point in space. This approach
however would require large computational times and therefore limit the applicability of
shallow layer models.

2.4. Ground friction and heat transfer

The shear stress at the ground is given by

τb = 1
2ρ̄CfbŪ

2 (2.19)
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where the ground friction factor is defined as

Cfb ≡ 2

(
U∗
Ū

)2

, U∗ ≡
(
τb

ρ̄

)1/2

(2.20)

The ground heat flux is given by

Hb = 1

2
ρ̄c̄P

Cfb

σ
Ū(Tb − T̄ ) (2.21)

where the turbulent Prandtl number is defined as

σ ≡ Tb − T̄

T∗
U∗
Ū
, T∗ ≡ Hb

ρ̄c̄PU∗
(2.22)

The ground friction factor and turbulent Prandtl number were calculated by applying the
Monin–Obukhov theory again inside the cloud. The velocity and temperature profiles used
outside the cloud are also applied here, replacing the ambient with local cloud properties:

κU(z)

U∗
= Ψm(n) =

∫ z+z0

z0

Φm(n)

z
dz (2.23)

κ(Tb − T(z))

T∗
= Ψh(n) =

∫ z+z0

z0

Φh(n)

z
dz (2.24)

where

n = z

LMO
and LMO = −ρcPTU3∗

κgHb
(2.25)

Using the above vertical profiles, the cloud-averaged velocity and temperature become

Ū = Ut − U∗
κ
Φm and T̄ = Tt + T∗

κ
Φh (2.26)

with these relations the friction factor and turbulent Prandtl number can be expressed as
following:

Cfb = 2

(
κ

Ψm

)2

(2.27)

σ = Ψh

Ψm
(2.28)

2.5. Cloud–ambient air friction

The friction between cloud and ambient air at the cloud top was modeled using the vector
difference between average cloud velocity and velocity of the ambient flow at the cloud top.

τt = 1
2ρaCft( �̄U − �Uat)

2 (2.29)
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The friction factor at the cloud topCft is estimated with reference to the limiting conditions
of passive dispersion in a constant stress layer, by requiring that under these conditions the
friction at the cloud top and the friction on the ground counteract and balance each other.

1
2ρaCft(Ū − Uat)

2 = ρaU
2
∗ (2.30)

from which, with the aid of relation (2.26), we get

ρaU
2
∗



(
Φm

κ

)2
Cft

2


 = ρaU

2
∗ (2.31)

from which it follows that

Cft = 2

(
κ

Φm

)2

(2.32)

In the present model the top friction factor becomes 0.32 for neutral conditions. This is
fairly large compared to values in the range 0.001–0.01 usually encountered forCfb. High
values of top friction factors have been used also by other investigators, e.g. Carpenter et al.
[16] used a value of 0.6, while Ott and Nielsen[7] used a ratio of top to bottom friction,
which in the absence of ambient wind becomes(ρa/ρ)(ln(h/z0)− 1).

Wheatley and Prince[17], on the other hand, modeled the frictional forces at the cloud
top, by defining a top friction factor depending on the bulk Richardson number:

Cft = 2
0.001

Rib
, Rib = g�ρ̄h

ρaū2
(2.33)

Such an approach would produce very small top friction for large values of the Richardson
number.

The way the cloud top frictional forces are modeled affects the cloud dispersion during the
initial phases of gravity slumping. Webber and Brighton[18] briefly examined the effect of
the frictional forces, during the gravity slumping phase of a cylindrical cloud without wind.
In the present model, as will be shown later, the high value of the top friction factor results in
restricting the tendency of the cloud to accelerate during the initial gravity slumping phase
and thus limits the initial cloud spreading to acceptable levels.

2.6. Entrainment velocity model

One of the pioneering works in dense gas dispersion modeling, related to the present work,
is that of Eidsvik[19]. Eidsvik developed a box model in which the vertical entrainment
velocity was calculated from

we = a1

1 + a2Ri
a3U

′ (2.34)

whereRi is the Richardson number defined usingU′

Ri = gh�ρ̄

ρ̄U ′2 (2.35)
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andU′ is the following characteristic turbulent velocity

U ′ = [U2
∗ + (a4UH)

2]1/2

which is a combination of the mechanical turbulence characteristic velocityU∗ and the
convective turbulent velocity scale

UH =
(
Hbgh

ρ̄c̄P T̄

)1/3

=
(

gcF
2σ
ū
Ta − T̄

T̄
h

)1/3

(2.37)

Eidsvik used the following constants:

a1 = 0.3, a1/a2 = 3.5, a3 = 1.3, a4 = 0.54 (2.38)

Coefficienta1 was selected with reference to the entrainment law suggested by Tennekes
and Lumley[20] for the approximate growth of a neutral boundary layer. Coefficienta2
was chosen with reference to the Kato and Philips[21] entrainment law for strongly strati-
fied shear flow. The remaining coefficients were calibrated. Coefficienta3 accounts for the
difference between entrainment in a passive scalar cloud (this model gives 0.39U∗) and en-
trainment in a neutral boundary layer. Coefficienta4 characterizes the relative contributions
of convective and mechanical entrainment.

For the limiting case of a passive scalar cloud, it can be mentioned that an entrainment
velocity coefficient close to 0.4 has been reported or can be deduced from other independent
studies. Stretch[22] found entrainment velocity 0.41U∗, assuming the following cloud
height definition:

h(x, y, t) =
∫∞
zb
�ρ dz

�ρb
(2.39)

Nielsen[23] reported entrainment velocity approximately 0.75U∗, using Sutton’s[24]
analytical solution, assuming the cloud height defined as two times the cloud centroid, but it
can be shown that using Stretch’s definition of cloud height, results in entrainment velocity
approximately 0.43U∗.

Würtz and others[4,5] found reasonably good agreement between experiments and pre-
dictions of the one-dimensional shallow layer model DISPLAY-1, using the following top
entrainment model, which is an extension of Eidsvik’s formulation:

we = a1a3cF

[
Ū2 +

(
a4

cF
UH

)2

+
(
a5

cF
�Ū

)2
]1/2

(2.40)

Ū2 = ū2 + v̄2, �Ū2 = (ū− ūa)
2 + (v̄− v̄a)

2, c2
F = 1

2(Cfb) (2.41)

a2 = 0, a1a3cF = 0.03, a4 = 0.78, a5 = cF (2.42)

In this model theU∗ dependence was replaced with a dependence on the cloud velocity,
using a value ofcfb = 0.012 for the ground friction factor. An extra velocity difference term
was also added, to take into account of the entrainment produced, due to the relative motion
between the cloud and the surrounding atmosphere. Finally the Richardson dependence was
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dropped, because very small entrainment rates and corresponding large overestimations of
concentrations were produced, when keeping this term.

In the present context we have used the Würtz entrainment formulation, because of its
success in one-dimensional shallow layer modeling. The entrainment velocity normal to
the cloud top surfaceUen is calculated from relations (2.40) and (2.41), where the constants
have been slightly modified, to get a better agreement between the two-dimensional shallow
layer model and the experiments.

a2 = 0, a1a3cF = 0.035, a4 = 0.82, a5 = cF (2.43)

In the present model we have also dropped the Richardson dependence, because similarly
to the one-dimensional model, large overestimation of concentrations were obtained for the
Thorney Island 8 ground sensors, when keeping this dependence.

Finally, it should be mentioned that the present entrainment model calibration is related
to the top hat profiles used in this study. If one uses linear profiles, instead of top hat profiles,
then based on relation (2.4), the entrainment velocity will have to be increased by factor of
2 approximately, since the height is also increased by factor of 2.

2.7. Obstacle effects

Obstacles encountered by a dispersing cloud act either by completely blocking the cloud
or by exerting a drag force on the passing cloud. In the second case extra vorticity is generated
at the downwind side of the obstacle, which leads to enhancement of the entrainment (e.g.
[25]).

From existing approaches to model the obstacle effects can be mentioned those of Cleaver
et al.[26] for a box model, of Würtz[5] for a one-dimensional shallow layer model and of
Andronopoulos et al.[1] for a CFD model.

Cleaver et al.’s approach, which consists of imposing an increase of the cloud width and
height at the location of the obstacle, according to given laws, does not have the generality
to be applied in a two-dimensional shallow layer model.

Würtz’s approach consists of modeling the obstacle pressure drop in the flow direction,
using a relation originally proposed by Idelchik[27] for the flow through orifices with sudden
change in velocity and flow area and additionally adding an extra term equal to 0.71ūa, to
the entrainment velocity in the region of one obstacle height upwind of the obstacle (see
Fig. 1), to account for entrainment enhancement upwind of the obstacle. It should be noted
that the Würtz extra upwind entrainment was found to overestimate entrainment in the
present two-dimensional shallow layer model. On the other hand, this extra term does not
have enough generality, due to its dependence solely on the ambient velocity field.

Based on the previous studies of Würtz[5] and Andronopoulos et al.[1] we model obstacle
pressure drop in the flow direction, using the relation proposed by Idelchik[27] for the flow
through orifices with sudden change in velocity and flow area. Denoting with subscripts 1,
0 and 2 the conditions before, at and after the obstacle, respectively, the pressure drop in
thei-direction is given by

�Pi12 = 1
2ςi0ρ|ūi0|ūi0 (2.44)
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Fig. 1. Sketch of cloud in the vicinity of a thin obstacle.

ςi0 =
[√

2

2

√
1 − Ai0

Ai1
+
(

1 − Ai0

Ai2

)]2

(2.45)

Re = ui0Dh

v
> 105

whereAi1, Ai0 andAi2 are the cloud vertical surfaces (ground to obstacle top) before at and
after the obstacle, respectively (seeFig. 1). In this case the obstacle is not aligned with one
of the axis, we generate a step description of it that fits exactly on the grid.

We additionally model the enhancement of the entrainment due to the extra vorticity
generated downwind of the obstacle, by adding locally (at the obstacle downwind position
2) an obstacle characteristic velocityUo2 to the entrainment velocity without obstaclesUen
(seeFig. 1).

Uen2 = Uen + Uo2 (2.46)

No extra entrainment is added upwind of the obstacle

Uen1 = Uen (2.47)

We furthermore assume thatUo2 can be related to the pressure drop across the obstacle
∂P/∂xi. Then using dimensional analysis we may get

U2
o2 = f

(
h

1

ρ

∂P

∂xi

)
= h

ρ

∂P

∂xi
≈ h0

ρ

�Pi12

�xi12
(2.48)

Finally, expressing the obstacle pressure drop in term of the obstacle resistance coefficient
introduced earlier we get

U2
o2 = h0

2

ςi0

�xi12
ū2
i0 (2.49)

2.8. Liquid phase calculation

Liquid phase appearance criterion and liquid mass fraction calculation is performed
assuming phase equilibrium, based on Housiadas et al[13]. More specifically, liquid
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phase appears when the pollutant mass fraction exceeds its saturated value in the
mixture

q > qS = PS

PS + (P − PS)Rv/Ra
(2.50)

If such a condition is met, a saturation state is assumed to exist in the gaseous phase,
from which the liquid mass fraction can be calculated:

q− ql

1 − ql
= qS ⇔ ql = q− qS

1 − qS
(2.51)

2.9. Deposition velocity and liquid rainout

Liquid rainout through the ground is assumed to occur at the rate by which liquid falls
to the groundρqlwld, wherewld is the vertical liquid deposition velocity.

Droplet fall velocity has been modeled in atmospheric precipitation predictions by
Ogura and Takahashi[28] assuming spherical droplets, falling at their terminal falling
speed [29], distributed in diameter, according to Marshall and Palmer distribution
with droplet fall Reynolds number in the turbulent regime. This model generates large
droplet falling speeds, which result in unrealistic two-dimensional shallow layer predic-
tions in comparison to experimentally observed behavior, for two-phase near ground
releases.

In the present context we claim that in case of two-phase near ground releases the falling
droplets do not reach a terminal speed or a fully turbulent falling regime, because of the
small distances from the ground. In such a situation we assume that the deposition ve-
locity can be approximated as a fraction of the Ogura and Takahashi terminal speed, but
corresponding to the laminar regime. Under these conditions it is shown inAppendix A
that

wld = Cld

(
ρql

ρl

)1/2

(2.52)

In the present model we have estimated the constant to be:Cld ≈ 5.0.

3. The numerical approach

The discretization of the differential equations is made using the control volume formu-
lation [30], on a terrain following grid. The control volumes for the velocitiesū andv̄ are
staggered in thex andy directions, respectively.

Convective terms are discretized using a monotone upstream-centered schemes for con-
servation laws (MUSCLE) type second order upwind scheme with MinMod limiters
[31].

The differential equations are solved using the Gauss–Seidel iterative method. The time
step is permitted to vary with time. The maximum time step is limited by requiring the
Courant number not to exceed 0.5.
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4. Comparison against theoretical results

4.1. Constant volume, axisymmetric gravity currents

Grundy and Rottman[32] presented a similarity solution of the shallow layer equations
at large times, for planar and axisymmetric gravity currents, without entrainment (constant
volume). The axisymmetric results will be used for comparison with the present model
predictions.

If we assume a cylindrical cloud, of volumeV, densityρ such that�ρ/ρa � 1 and
initial footprint areaA0, then the similarity solution gives a linear dependence of the gravity
current footprint areaA with time

A(t)

A0
=
(

(4β)2

(4 − β2)π

)1/2
t

t0
for t � t0 (4.1)

wheret0 = (A0/(Vg(�ρ/ρa)))
1/2 andβ is the front Froude number, which was assumed

constant.
The above constant front Froude number linear dependence was well reproduced by

Hankin and Britter[8,9], by adding source terms in the two-dimensional layer-averaged
momentum equations, to model the pressure forces acted by the ambient air to the cloud.
For absent ambient wind and a front Froude number equal to one, the Hankin and Britter
source terms take the form

Su = −ρa

2

(
∂hū

∂t

)
and Sv = −ρa

2

(
∂hv̄

∂t

)
(4.2)

The present model uses the hydrostatic assumption for the entire cloud (except close
to obstacles), therefore it does not account for pressure forces from the ambient air to the
cloud. It accounts though for the ambient air frictional forces at the cloud top, a factor that
was assumed negligible in the model of Hankin and Britter, which can hold if the velocity
gradient is nearly zero at the top.

The results obtained with the present approach are presented inFig. 2. The case mod-
eled was a cylinder of 10 m height, 5 m diameter and�ρ/ρa = 0.5. The calculations
were performed for the quarter of the cloud, for a constant grid step of 0.5 m in bothx
and y directions and a maximum Courant number equal to 0.5. It can be observed that
the present model predicts a cloud, which initially accelerates and decelerates later on
but whose footprint area does not deviate significantly from the theoretical linear depen-
dence. The effect of the top friction term can be evaluated by comparing to the results
that were obtained with the bottom friction terms only. It can be observed inFig. 2 that
the deviations from the linear dependence are unacceptably large if the top friction term is
ignored.

4.2. Constant flux, axisymmetric gravity currents

The previous case was for a gravity current of constant volume. The case of volume
increasing linearly with time was considered by Britter[33], who suggested the following
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Fig. 2. Constant volume axisymmetric gravity current area history. Predictions with present model with bottom and
top friction, predictions with present model neglecting top friction and theoretical curve of Grundy and Rottman
[32].

Fig. 3. Constant flux axisymmetric gravity current area history. Predictions with present model with bottom and
top friction, predictions with present model neglecting top friction and theoretical curve of Britter[33].
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relationship for the change with time of the cloud footprint area

A(t) = π

0.751.5(2π)0.5

(
g
�ρ

ρa
V̇

)0.5

t1.5 (4.3)

The results of the present model for this case are shown inFig. 3. The test case modeled
was a vertical jet of 1 m2 area, 20 m s−1 vertical velocity and�ρ/ρa = 0.5. The calculations
were performed for the quarter of the jet, on the same grid, as in the previous constant
volume case. It can be observed inFig. 3that the present model predictions do not deviate
significantly from the above theoretical relation, while in the case of no top friction the
discrepancy is high.

5. Experimental validation

5.1. Experimental data

The experiments used for model validation covered a wide range of experimental condi-
tions as shown inTable 1.

The Thorney Island experiments, McQuaid and Roebuck[34], were large scale instan-
taneous isothermal releases of freon 12/nitrogen mixture on flat ground with and without
obstacles. They were organized by the Health and Safety Executive (UK). Trials 8 and 21
were chosen for simulation because they were fully successful. Trial 21 was chosen also
because as reported the interaction of the cloud with the fence was strong due to the rel-
atively low wind speed. During trials 8 and 21 volume concentrations were measured at
various positions downwind.

The EEC experiments, Heinrich and Scherwinski[35], Nielsen and Jensen[36], were
large scale, continuous two-phase propane releases on flat ground with and without obsta-
cles. They were performed by TüV and Riso in Lathen (Germany, 1989) and were sponsored
by the European Commission in the framework of the BA project. This experimental data set
is particularly attractive because obstacles were removed during the experiments, allowing
a comparison with the unobstructed case, under the same meteorological conditions. During
trial EEC-55, which was selected for simulations, ground concentrations were measured at
various positions upwind and downwind the fence. Concentration and temperature profiles
were also measured at two masts one upwind and one downwind the fence.

The Desert Tortoise experiments[37] were large scale, continuous two-phase ammonia
releases on flat ground without obstacles. The experiments were performed by the Lawrence
Livermore National Laboratory in Nevada (USA) and were sponsored by the US Coast
Guard and Fertilizer Institute. Trial 4 was selected for simulation. During the experiments
volume concentration time series were measured at 100 and 800 m downwind from the
source and crosswind distances up to 200 m.

The DAT-638 wind tunnel experiment[38] was an instantaneous isothermal SF6 release
on inclined ground, performed by the University of Hamburg in the framework of the BA
project. Volume concentration time histories were measured at distances 0.613, 1.226 and
1.839 m from the source.
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Table 1
Summary of experimental releases

Experiment Release substance Release conditions Meteorological conditions Terrain and obstacles ReleaseRia

Thorney Island 8 Freon 12/nitrogen
mixture

Large scale instantaneous isothermal,
volume 2000 m3, relative density 1.63

Wind speed 2.4 m s−1 at 10 m,
stability D, roughness 0.005 m

Flat 13.9

Thorney Island 21 Freon 12/nitrogen
mixture

Large scale instantaneous isothermal,
volume 2000 m3, relative density 2.02

Wind speed 3.9 m s−1 at 10 m,
stability D, roughness 0.005 m

Flat, semicircular fence 5 m
height, 50 m from source

8.6

DAT-638 SF6 Wind tunnel instantaneous isothermal,
volume 450 cm3, relative density 5.11

Stagnant, roughness 0.0001 m Flat inclined terrain 11.6% ∞

EEC-55 Propane Large scale continuous two-phase,
mass flow rate 3 kg s−1 for 360 s, void
fraction 0.61

Wind speed 2.9 m s−1 at 10 m,
stability D, roughness 0.006 m

Flat terrain, straight thin fence
2 m height, 50 m from source

3.4

Desert Tortoise 4 Ammonia Large scale continuous two-phase,
mass flow rate 108 kg s−1 for 381 s

Wind speed 4.5 m s−1 at 2 m,
stability D, roughness 0.003 m

13.0

a Richardson number is defined byRii = (g(ρ/ρa − 1)H)/U2
a, for instantaneous releasesRic = (g(ρ/ρa − 1))/U2

a(ṁ/ρUd), for continuous releases.
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From the above data sets only the experimental data for the sensors closest to the ground
were used in the evaluation procedure.

5.2. Evaluation methodology

Quantitative validation of the present model was performed using statistical performance
measures. For an evaluation of various performance measures as applied to dense gas
dispersion models (see[39]).

The measures used in the present work are following, where the brackets denote arithmetic
mean values over all sensors.

5.2.1. FB and NMSE
The fractional bias (FB) and normalized mean square error (NMSE) are defined by

FB ≡ 2
〈Cp〉 − 〈Co〉
〈Cp〉 + 〈Co〉 , NMSE ≡ 〈(Cp − Co)

2〉
〈Co〉〈Cp〉 (5.1)

whereC is the mean concentration for continuous releases (the dose was used, in case
of instantaneous releases). Subscripts (p) and (o) denote predicted and observed values,
respectively.

The optimum values of FB and NMSE are zero. A positive FB shows that the model
predicts values higher than the experimental. Since the absolute values appear in FB, this
is affected more by the high values (concentrations close to the centerline and source) than
by the low ones.

5.2.2. MRB and MRSE
The mean relative bias (MRB) and the mean relative square error (MRSE) are defined by

MRB ≡ 2

〈
Cp − Co

Cp + Co

〉
, MRSE≡ 4

〈(
Cp − Co

Cp + Co

)2
〉

(5.2)

The optimum values of MRB and MRSE are zero. A positive MRB shows that the model
predicts values higher than the experimental. MRB is more balanced with respect to the
high and low concentration values than FB.

5.2.3. MG and VG
The geometric mean (MG) and geometric mean variance (VG) are defined by

MG ≡ exp

[〈
ln
Cp

Co

〉]
, ln(VG) ≡

〈(
ln
Cp

Co

)2
〉

(5.3)

The ideal values are 1 and 0, respectively.

5.2.4. Factor of x
The factor ofx is defined as the number of values for which 1/x < Cp/Co < x.
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Table 2
Statistical results of the DISPLAY-2 validation

Measurea Thorney Island 8 Thorney Island 21 DAT-638 EEC-550 EEC-551 Desert Tortoise 4

FB −0.28 −0.4 −0.56 −0.09 −0.06 0.59
NMSE 0.93 0.65 0.39 0.41 0.51 1.0
MRB −0.24 −0.49 −0.56 −0.19 −0.25 0.47
MRSE 0.73 0.72 0.35 0.5 0.6 1.7
MG 0.35 0.47 0.56 0.86 0.77 3.0
ln(VG) 15.4 2.1 0.38 0.93 1.4 6.7
FAC2 58.8 78.6 62.5 75 76.5 40
FAC5 88.2 78.6 100 93.8 88.2 60
FAC10 94.1 85.7 100 93.8 88.2 70

a Statistical measure variable is dose for the instantaneous and average concentration for the continuous re-
leases.

6. Results and discussion

For the Thorney Island 8 instantaneous, unobstructed release on flat ground the model
results in comparison to the experiment are given inTable 2andFigs. 4–7. In general it can be
observed that the model shows relatively good agreement compared to experiment, given the
large variability in the experimental results, due to the statistical nature of the atmospheric
dispersion process[5]. To take into account the variability of the experimental results one

Fig. 4. Experiment Thorney Island 8. Scatter graph of predicted vs. observed dose (%).
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Fig. 5. Experiment Thorney Island 8. Scatter graph of predicted vs. observed maximum concentration (vol.%).

Fig. 6. Experiment Thorney Island 8. Scatter graph of predicted vs. observed arrival time (s) to the maximum
concentration.
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Fig. 7. Experiment Thorney Island 8. Predicted vs. observed concentration time history for sensor at position (364,
1, 0.4).

should compare their model with repeats under the same experimental conditions, as has
been done for the Warren Spring Data from the BA project by Sweatman and Chatwin[40],
but this was not possible with the present experimental data sets.

The statistical measures inTable 2and the scatter plot inFig. 4 show that the model
underestimates the dose and that 88% of the predicted dose points lie within a factor of
5 from the experiment.Figs. 5 and 6present scatter plots of predicted versus observed
maximum concentration and time of maximum concentration. The tendency is for the
model to overestimate the maximum concentration approximately by a maximum factor
of 5 and underestimate the time at which this occurs approximately by a maximum factor
of 2. Fig. 7shows the predicted concentration time history on the cloud centerline, 364 m
downwind the source initial position.

The above model behavior is consistent with a model cloud traveling faster than in the
experiment, since a faster moving cloud will exhibit lower arrival times, lower residence
times leading to lower dose and lower time to dilute, leading to higher concentrations.

The faster moving cloud (at least during the initial phases of dispersion) can be observed
in Fig. 8, where the predicted cloud footprint area versus time is compared against a mean
line drawn through the experimental data, which were determined by photographs[41].
During the initial period from 0 to 5 s the experimental observations showed a very small
area increase, which indicates a hesitation of the cloud to start its gravity slumping phase,
possibly due to complicated three-dimensional flow structure and associated high turbulence
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Fig. 8. Experiment Thorney Island 8. Predicted footprint area change with time vs. mean curve through experimental
observations[39] and theory[31].

levels. Also shown in this figure is the linear dependence suggested by Grundy and Rottman
[32], whose gradient is observed to be very close to the mean experimental.

It can be observed fromFig. 8that the present model cannot reproduce this initial phase.
In general it overestimates the cloud area, but the deviations from the experimental linear
dependence are acceptably small. A discussion on the factors responsible for the behavior
of the present model is following.

The present model does not account for the three-dimensional structure of the initial flow
and turbulence field around the cylinder at time zero, i.e. before removing the containment.
It is expected that the initial turbulence levels around the cylinder would be high, due to
high shear, especially downwind the cylinder. Such high turbulence levels would lead to
increased entrainment during this initial phase. The present entrainment model does not
account for any such additional initial phase effects. Additionally one could also argue on
the sudden turbulence increase and its effect on entrainment, due to the shear generated by
the initial fast removal of the cylinder containment. This effect though is expected to be
small.

Another factor affecting the present model results is the hydrostatic assumption. The
pressure forces from the ambient air to the cloud are neglected. This leads to an initially
accelerating cloud. The present model though accounts for the frictional forces from the
ambient air at the cloud top and thus limits the cloud footprint area increase to acceptable
levels. The most realistic and desirable modeling approach would be to combine both
frictional and pressure forces from the ambient air in one model.
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Fig. 9. Experiment Thorney Island 21. Scatter graph of predicted vs. observed dose (%).

The model predictions compared against the experimental concentrations of the Thorney
Island 21 trial are shown inTable 2andFigs. 9–12. In general it can be observed that the
results are in good agreement with the experiment. More specifically, the model underesti-
mates the dose and nearly 80% of the predicted dose points lie within a factor of 2 from the
experiment. The model also overestimates the maximum concentration approximately by
factor of 5 and underestimates the arrival times, approximately by factor of 2. It can also be
observed that the general trend is similar to the unobstructed trial 8, i.e. underestimation of
the dose, overestimation of the maximum concentration and underestimation of the arrival
times, a trend which can similarly be attributed to the factors mentioned above in the Thor-
ney Island 8 discussion, but also to the fact that the present model does not account for the
three-dimensional structure of the flow field around the semicircular fence obstacle.

In order to assess the importance of the factors affecting the modeling of the obstacle we
have plotted inFig. 12, which corresponds to the first sensor on the centerline downwind
the obstacle, results from two extra calculations, one without any obstacle at all and one
accounting only for the obstacle drag, i.e. neglecting the extra obstacle entrainment. Com-
paring to the full model curve (thick solid line) it can be observed that both obstacle effects
contribute but that the most important is the extra entrainment effect.

Similar comparisons were performed for sensors far from the obstacle. It was found that
the higher the distances of the sensors from the obstacle the lower is the deviation between
the model results with and without obstacle effects. This behavior was expected, because
as the distance from the obstacle increases, the total entrained ambient air becomes much
bigger than any local entrainment enhancement at the downwind side of the obstacle.
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Fig. 10. Experiment Thorney Island 21. Scatter graph of predicted vs. observed maximum concentration (vol.%).

Fig. 11. Experiment Thorney Island 21. Scatter graph of predicted vs. observed arrival time (s) to the maximum
concentration.
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Fig. 12. Experiment Thorney Island 21. Predicted vs. observed concentration time history for sensor at position
(75, 0, 0.4).

The two previous validation cases were for large scale releases on flat ground. The model
results for the DAT-638 experiment, which is a wind tunnel experiment on inclined ground,
are shown inTable 2andFigs. 13–16. The calculations have been performed in large scale.
Geometrical conversion from small to large scale was performed using a length scale factor
of 164.5. This value sets the closest large scale sensor at 100 m from the initial source
position. Similarity between large and small scale was preserved by multiplying the wind
tunnel time by a factor of 164.51/2 = 12.83, since length and time scales for instantaneous
releases are connected, following König[42]:

Lci = V
1/3
0 , Tci =

(
Lci

g′

)1/2

, g′ = g(ρ0 − ρair)

ρair
(6.1)

whereV0 is the initial volume of the release,g = 9.81 m2 s−1 andρ0 is the initial dense gas
density.

Figs. 13 and 14show the comparison between predicted and measured concentration
time histories, 100 m down hill from the initial source position, at the symmetry plane
(y = 0) and 75 m laterally from it. It can be observed that there is a good agreement with
the experiment, as far as arrival times and maximum concentrations are concerned, but there
is a tendency for the model to under predict the cloud residence times and eventually the
dose.Figs. 15 and 16show a similar comparison 300 m down hill at the symmetry plane
and 63 m laterally from it. At this distance the model underestimates the concentrations but
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Fig. 13. Experiment DAT-638. Predicted vs. observed concentration time history for sensor at position (101, 0).

still predicts very well the arrival times. The validation statistics are shown inTable 2. It can
be observed that the model underestimates the dose by factor of 2 for 62.5% of the points
and factor of 5 for all points.

The previous validation cases were for isothermal and instantaneous releases. We shall
examine next the model behavior for continuous two-phase releases. The model results for
the EEC-55 propane experiment are shown inFigs. 17–19andTable 2. Fig. 19shows a
comparison between predictions and experiment for sensor No. 38 at position (63, 3, 0.05),
i.e. close to the jet symmetry axis and 10 m downwind the obstacle. The time period from
0 to 185 s corresponds to the obstructed case. The fence was removed at 185 s. The release
ended at 360 s. It can be observed that the model (thick solid line) predicts well the average
concentration in the obstructed case and slightly underestimates it in the unobstructed. In
order to assess the obstacle modeling we have plotted in the same figure the model predic-
tions without any obstacle and the predictions with only the obstacle resistance terms, i.e.
without the obstacle’s extra entrainment. Similarly to the Thorney Island 21 case exam-
ined before, it can be observed that both obstacle resistance and extra entrainment effects
contribute, but that the dominant is the second.

The present calculations were performed assuming a void fraction of 0.61. In order to
assess the effect of the rainout model, we have also plotted inFig. 19the prediction without
rainout. It can be observed that this effect is small in this case. A similar small effect was
also observed for the other sensors considered.
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Fig. 14. Experiment DAT-638. Predicted vs. observed concentration time history for sensor at position (101, 75).

Fig. 15. Experiment DAT-638. Predicted vs. observed concentration time history for sensor at position (302, 0).
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Fig. 16. Experiment DAT-638. Predicted vs. observed concentration time history for sensor at position (302, 63).

Fig. 17. Experiment EEC-550. Scatter graph of predicted vs. observed average concentration (vol.%).
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Fig. 18. Experiment EEC-551. Scatter graph of predicted vs. observed average concentration (vol.%).

Fig. 19. Experiment EEC-55. Predicted vs. observed concentration time history for sensor at position (63, 3, 0.05).
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Fig. 20. Experiment Desert Tortoise 4. Ratio of predicted vs. observed average concentration as function of distance
from source.

In Table 2the unobstructed case EEC-550 is examined separately from the obstructed
one EEC-551. For both these cases it can be observed that the model under predicts the
average concentrations and that 75% of the concentration points lie within factor of 2 from
the experiment.

Figs. 20 and 21show the model predictions in comparison to the Desert Tortoise trial
4 ammonia experiment.Fig. 20shows the ratio of predicted to observed average concen-
trations for the sensors closest to the ground (1 m distance from it) as function of distance
from source. From this figure and also fromTable 2, it can be observed that 70% of the
considered concentration points lie within a factor of 10 from the experimental. It can also
be observed that there is a trend in the model to overestimate the concentrations at 100 m and
underestimate them at a distance of 800 m from the source. The point with the maximum
overestimation at 100 m corresponds to a crosswind distance of 30 m from the cloud axis.
The high overestimation at this location is due to experimental cloud meandering, which
can be confirmed by considering the crosswind symmetric sensor, for which the overes-
timation is only by a factor of 2. The next two higher overestimation points at the same
axial distance from the source correspond to a lateral distance of 45 m. This overestimation
shows that the model over predicts the cloud lateral spreading at relatively small distances
from the source, a fact, which can explain the underestimation mentioned earlier at high
distances. The increased lateral spreading at low distances from source can be attributed
to an overestimation of the liquid phase, possibly due to the rainout model used.Fig. 21
compares the concentration time histories on the plume centerline, 100 m from the source
and 1 m from ground. Included in this figure is the prediction without rainout. It can be ob-
served that there is a good prediction of arrival times in both cases. It can also be observed
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Fig. 21. Experiment Desert Tortoise 4. Predicted vs. observed concentration time history for sensor at position
(100, 0, 1).

that the modeling of the rainout effect is very important in this case, in comparison to the
EEC-55 experiment, due both to the much higher release rate and to the higher latent heat
for evaporation of ammonia (1.4 × 106 J kg−1), with respect to propane (4.2 × 105).

7. Conclusions and future work

In the present contribution the two-dimensional shallow layer model DISPLAY-2 has
been presented in detail.

The model performance has been evaluated against theoretical results and a wide range
of experimental conditions. In general the model predictions were found to be in reasonably
good agreement with theory and experiments. More specifically the following conclusions
can be drawn.

The deviations of the model predictions from the theoretical gravity spreading rates for
constant volume[32] and constant flux[33] gravity currents were found to be relatively
small, if one models turbulent friction at the top of the cloud, without any Richardson
dependence.

For the Thorney Island 8 and 21[34], large scale instantaneous releases on flat ground,
the model was found to underestimate the dose by factor of 5, overestimate the maximum
concentrations by factor of 5 and underestimate the arrival times by a factor of 2.
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For the Hamburg DAT-638 instantaneous wind tunnel release on 11.6% slope[38], the
model was found to predict arrival times well both at low and high distances from source, to
predict the maximum concentrations well close to source and underestimate them at higher
distances and in general predict lower residence times than experimental. Additionally the
model was found to underestimates the dose by factor of 2 for 62.5% of the points and
factor of 5 for all points.

For the EEC-55 propane experiment with and without fence on flat ground[35,36], it
was found that the model in general under predicts the average concentrations and that 75%
of the concentration points lie within factor of 2 from the experiment.

For the Desert Tortoise 4 ammonia experiment on flat ground[37], it was found that the
model overestimates the concentrations close to the source and underestimates them far
away. In general it was found that 70% of the concentration points lie within a factor of 10
from the experimental.

Regarding the proposed modeling of the obstacles it was shown, based on the Thorney
Island 21 and the EEC-55 experiment, that the present method is able to give predictions
in agreement with experimental behavior and it was found that both the drag exerted by
the obstacle to the cloud and the extra vorticity generated when the cloud passes over the
obstacle play a role and that the most important effect is the second.

Regarding the proposed modeling of rainout in case of two-phase releases it was found
based on the EEC-55 and Desert Tortoise 4 experiments, that predictions with the present
formulation can be significantly improved with respect to the case where rainout is entirely
neglected.

For the future, the present model should be evaluated in a wider range of conditions and
in particular against experiments where repeats under the same experimental conditions
are available, in order to account of the experimental variability. Additionally the model
performance, when using non top hat profiles should be evaluated. Finally, the modeling of
obstacle effects in shallow layer modeling should be further investigated and extended to
account for more complicated situations, using help from CFD.
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Appendix A

For one falling droplet, in the laminar flow regime, the droplet velocity is proportional
to the square of its diameterw0D2 [29].

The mean droplet fall velocity is obtained as the ratio of the vertical liquid flux over the
liquid mass per unit volume.
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Assuming that droplets are distributed in diameter according to the Marshall and Palmer
distribution, the vertical liquid flux becomes

ρqlwld =
∫ ∞

0
(n0e−λD)

(π
6
ρlD

3
)
(w0D

2)dD

while the liquid mass per unit volume

ρql =
∫ ∞

0
(n0e−λD)

(π
6
ρlD

3
)

dD

It can be shown that the above integrals take the form

ρqlwld = n0πρl

6
w0
Γ(5)

λ6
= 0.4

n0πρl

λ6
w0

and

ρql = n0πρl

6

Γ(4)

λ4
= n0πρl

λ4

Combining the previous relations, it can be shown that

wld = ρqlwld

ρql
= 0.4w0

(n0π)0.5

(
ρql

ρl

)1/2
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